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|. INTRODUCTION [I. MATRIX REPRESENTATION OF USER ASSOCIATION PATTERNS

Wireless networks have gained its popularity quickly in recent To iacilitaie PCA, we defingroup association mairband indi-
Vi §al association matrixfor which we apply PCA to identify its

years. As the usage increases, there is also an increasing ne Lrlying common patterns. The objective of tieup association
to understand the characteristics of wireless users. Among all hederying P : y P

properties to describe user behaviors@2.11-based wireless LANS, ma}{i'xk': tzgigdot:: Z'cr)nn'ql:r sé:roc(;u(rﬁ ;:kzssgﬁ:g?gr:a\t’\tgr;c?ggng)
their association patterns to access points (APs) play a very importanL{ pie u P ' !

and fundamental part. In this poster, we apply principal componer resent the association pattern of each user for this studied period

analysis (PCA) to unearth the common pattern of user association' It single column vector. Each column conSISIS_mEntrles, where
wireless networks m is the total number of APs in the corresponding trace. The value

. . . in_each entry of the column vector is the total amount of time the
The questions we seek to answer by applying the PCA technqudﬁ\I associated with each AP during the time period.

are: (1) Are users similar to one another in their association pattern Nrpe objective of thendividual association matrivs to find the

long run? (2) Does individual user show consistent daily aSSOmat'((%Haractermng daily association pattern of a single user. Therefore

. o . -
pattern across multiple days? () If the answer to question 2 is y(\;vse choose to represent the association pattern of the useafir

then how do we find some summarized presentation of the dall Lo o .
gle dayas a vector. Inndividual association matrixeach column

association pattern of a user? (4) Can users be grouped using iS & (m + 1)-entry vector. The firsin entries are the amount of

summarized presentation obtained in question 3, leading to 9roUpsS. the MN associated with each AP. The laty + 1)-th entry,

L . » . )
thz_al:[hshowhsmllz;r assoluatlon pz:_ttzrnk.] ¢ . , represents the total time the MN is not associated with any AP (i.e.
roughout the analyses we find that for university campuses, Gk he offline state). We need to add the offline entry because in some

whole user population is diverse enough that the major commagyS the MN can be completely offline, and a column with (|
trends of association, even if it may exist, is fairly insignificant. Thig | -0« 21 obstacle to perform singular value decomposition

observation is consistent from the traces we studied about generig,,, apply singular value decomposition (SVD) to bafioup as-

users. However, if we focus on a user group In which thg 'nd'v'd,ugbciation matrixandindividual association matrixAfter performing
users have some common attributes, the common trends in associ 0D we obtain the PCs and corresponding eigenvalues for the

patterns become much stronger for the group. We further investiggigices The relative importance of each PC in its set can be

the individual user association pattern across days and find most USEIS, ( hined by the corresponding eigenvalue. The most important
show a clear consistent trend in its daily association patterns. Tlges (i.e., those with high weights) gfoup association matrixare
principal components (PCs) of the daily individual association da{ﬁwit-length vectors inm-dimension space that capture highest power
set can be used to characterize individual users and summarize tt'&jrstrongest trend) of association patterns in the group. The most

association behaviors. important PCs oindividual association matriare unit-length vectors

Based on the principal components of individual user associatign (m + 1)-dimension space that capture strongest trend of daily
matrices, we further propose a way to group users. We define the;,siation patterns for the user.

similarity index between two users by performing a weighted sum

of inner products of the PCs from each of the user pairs. Using !ll. PRINCIPAL COMPONENTANALYSIS OF ASSOCIATION

this definition, we provide a method to distinguish users that display MATRICES

similar association patterns from the others, and identify such usersThe first property we look into is that whether the association trend

as a sub-group from the whole population. We show that by groupio§ whole user population can be characterized by a few PCs. This

users based on the similarity index, the members of sub-groups hatieck is done by observing the distribution of eigenvalues of the

much more significant common trends in the association patterns thfoup association matrixsince they represent the total variation of

randomly generated group, or the whole user population. original data set captured by the corresponding principal components
In this paper we use three WLAN traces collected from universifPCs). We show the percentages of variationgioup association

campuses, including University of Southern California (USC) [2Jnatrix captured by each PC in Fig. 1.

Dartmouth College [4], and University of California at San Diego From Fig. 1 we observe for the traces that record the network

(UCSD) [3]. The USC and Dartmouth trace are collected from adictivities of a diverse population (i.e. Dartmouth and USC), the

types of wireless devices on campus. UCSD trace is from a specifariation in group association matrixs distributed across a large

project targeting at PDA users. We select to analyze the traces $et of PCs. In both cases, about one third of the PCs are carrying

one whole semester/quarter from the studied universities, includisgme non-negligible variation (i.e., more thad% of the variation

fall quarter 2002 for UCSD, spring quarter 2004 for Dartmouth, anthptured in the most important PC) of the original data set. This is an

summer semester 2005 for USC. indication that the columns afroup association matrixio not vary
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Fig. 1. Percentage of variation in group association matrices captured by each Principal Component (PC). The PCs are ordered in decreasing importance.
Note the X-axes and Y-axes are in different scale in the graphs.

with just a few common pattern. By contrast, the observation frohV. SIMILARITY OF PRINCIPAL COMPONENT SETS AND GROUPING
UCSD trace is different. From this data set, the variation captured in|, this section. we propose a way to quantify the similarity of
first few PCs are relatively high. The tap- PCs captur®8.36% of pcg among users. Since PCs summarize the important dimensions

total variation together. The association patterns of users in UCPassociation for individual users, they provide a more efficient way
trace do show common trends. This phenomenon may be relateqdq.ompare similarity between individual user association patterns.
the experiment setup: The users are not randomly chosen, but argsahcinal components are of unit length and orthogonal to each other.
freshmen in an anonymized college in UCSD [3]. Therefore we cougio’ the problem of comparing the PCs of users is equivalent to

expect some commonality in their association patterns, as Va"da@ﬁnparing the similarity between two sets of orthogonal vectors
by the result of PCA. with unit lengths, while each of these vectors is associated with
In light of the different results of PCA observed from thesup some weight (i.e. the eigenvalue) to indicate its relative importance
association matricesve further ask the following questions: How doin its set. To carry out such comparison, we propose to use the
we identify "sub-groups” among the diverse user population, such thaim of pair-wise inner product normalized by their corresponding
users in each sub-group display common trend in their associatiggights in their sets. The similarity index between two sets of PCs,
pattern? Again, PCA provides a useful tool to serve the purpose. U = {uy,...,u,, } andV = {vy, ..., v, }, is defined as:
We propose thendividual association matriXor each MN as a
description of its daily association pattern, and use PCA to obtain Sim(U, V) =
the major trends of its variation. The questions to answer from this
operation are: (1) Can we find a few important PCs to capture a , ) L
single user’s association pattern? (2) How can we utilize these P\eflgerewui s are defined as the percentage of variation captured by the

to group them? In this section we answer questions (1) and defer fig ua- The welghtswul‘s _su_rln up t01'fw“-7‘ S irehdef_lne_ld §|m_|lzrly. .
discussion of question (2) to the next section. We say two MNs have similar sets of PCs if the similarity index is

v th hni he di . I_beyond a threshold.
We apply the same PCA technique to test the dimensionality r, gpoy, the proposed similarity index provides a reasonable

of individual association matrices. For each individual associaticm9uristic to group MNs with similar association behaviors, we obtain
matrix, we determine the number of PCs required to captureacertm group association matrice$or the groups suggestea by the

percentage of its variation. If the required number of PCs to CalOtu'e,rf?nilarity indexes, and perform PCA to these matrices. We show the

a high-percentile of variation is small for most individual associatio rouping suggested by the similarity indexes increases the variation

matrices, we can claim that the dimensionality for individual ass aptured in its top PCs, and hence indeed we have put MNs with

c!at!on matrlc_es_ are low, and in other words, individual users Sho¥¥milar association patterns in the same group.
similar association patterns day by day.

>3]
Wu; W |ul : vj| (1)
i=1 j=1

As an example, we obtain the following groups using as the
We perform PCA on individual association matrices of users igrouping threshold from Dartmouth trace: (A) A group including

Dartmouth trace, and show the CDF of number of PCs neededNf\s similar to a MN with middle-ranked activeness. This group

capture various percentage of variation in Fig. 2 (a). From the graphntains1, 328 MNs based on the similarity indexes. (B) A group

we observe that the dimensionality for individual association matricggluding MNs similar to the least active MN. This group contains

are smaller than that of group association matrix. By using 0% 1 619 MNs. (C) A randomly generated group containing619

of PCs (i.e. the to- PCs out of61), we could capture more than \Ns. (D) The whole user group containiriy599 MNs. For each

70% of variation for more thar99% of MNs. Even if we consider of the groups, we perform PCA and show curves for the cumulative
a more extreme requirement, capturigfo of variation, it can be yariation captured in its top PCs in Fig. 3.

done with t0p6 PCs for more tha|92% of users. For USC-05su and From F|g 3 we see for the groups Suggested by S|m||ar|ty index
UCSD-OZf traces, the dimenSiOI‘lS Of indiVidUal aSSOCiation matricg%_ Group A and B)' the top PCs Capture more Variation in their

are even smaller; see Fig. 2 (b)(c). group association matrices than the other two groups. For example,
Hence, the key distinction between PCA of group associatidghe top10 PCs captur&r6% and45% of total variation in group A

matrix and individual association matrix is the following: Althoughand B, respectively, as compared 6% and 13% in group C and

the whole user population displays a diverse pattern of associatioro

APs, the source of this diversity comes from the fact that users havedn addition to the above, we also check the overall performance

different major trends in their association patterns. The associatiohthe grouping suggested by the similarity indexes by the following

behavior for a single user, however, is quite consistent across dayperiment. From Dartmouth trace, for all MNs witfd0 or more

in most cases, as the variation in individual association matrices cgimilar nodes (using grouping threshol@8), we perform PCA

be captured using few PCs. to the group association matrix of the suggested group, and to a
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Fig. 2. Number of PCs needed to capture the given percentage of variation in individual association matrices. Note the X-axes and Y-axes are in different
scale in the graphs.
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______ further propose to use the similarity index obtained by comparing

®
S

the important PCs of users to put similar users in sub-groups. We
show that grouping by our proposed similarity index provides sub-
groups with lower dimensionality than those of random sub-groups
or the whole user population, indicating the grouped users are indeed
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cumulative % of variation captured
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20 5 Group A o~ Group B following common trends of association with each other.
" & Group € > Growp D The findings from the analysis of WLAN traces point to shortcom-
i 6 116 21 26 3 36 4l ings in earlier mobility modeling work. Mobility modeling has been

Principal Components an important subject in evaluation of wireless network performances.

F_ig-_|3-_ _CgmULa“Ve variation captured in tgpb PCs. F(féOUPS suggested Awever, in most existing mobility models, the MNs are assumed to
similarity index have more variations captured by top PCs. be homogeneous in the sense that all the node shouidebécal to
1 , each other in its behavior pattern in long run. This contradicts our

finding that the group association matrices have high-dimensionality
508 for the traces coming from a generic user group. In other words,
g some typical mobility scenarios (e.g. random waypoint model) are
206 - only suitable when MNs in the user population are inherently similar
= to one another.
-UE; 04 - The potential directions of future work are: (1) Since each MN
43: ' is able to obtain its own association patterns, and summarize its
802 L association patterns using only a small set of PCs, it provides an
o efficient way for MNs to convey, exchange, and compare their
0 association patterns. Such technique can be utilized to compare

whether two MNs are similar, and helps to design context aware
information diffusion protocols. (2) By inspecting the weights of
PCs, one could tell whether a MN displays significant bi-modal
Fig. 4. Variation captured by topd PCs in groups suggested by similarityb€havior (e.g. The top PC stands for association patterns mainly for
index (with grouping threshold 0.8) versus random groups weekdays, while the second PC stands for weekends.), or whether a
MN changes its association pattern significantly at a point of time
(e.g. New association patterns deviate from linear combinations of
random group with the same number of MNs. We calculate the tofaCs obtained from previous association patterns). Such identification
percentage of variation captured by to@-PCs in both groups, and could be used by a network operator to better understand its users,

show it as a dot on the scatter plot shown in Fig. 4. In the figurgnd may be useful for abnormal user-behavior detection.

a dot above thel5-degree line indicates for that MN, the grouping

suggested by similarity index has more significant common trends REFERENCES
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high, unless the users are from a population with some inherent

similarities in behavior. For individuals, most power of its association

patterns can be captured with a small set of PCs for most users. We
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